
ECE 353 : Probability and Random Signals

Homework 8

Spring 2019

Due May 30, 2019

1. Consider two random variables X and Y that follows the joint PDF:

fXY (x, y) =

{
c, x+ y < 5, x ≥ 0, y ≥ 0,

0, otherwise.
(1)

(a) Find the value of c.

(b) Prove that X and Y are not independent.

2. Let {X(t) : t ≥ 0} be a Poisson process i.e., P (X(t) = n) = {λt}nexp(−λt)
n! . For s = t/5 , show that the

conditional distribution of X(s) given that X(t) = n is binomial with parameters n and p = 1/5, i.e.,

P (X(t/5) = m|X(t) = n) = (nm)(1− p)n−mpm.

3. The joint PDF of X,Y is as follows.

fXY (x, y) =

{
ce−xe−y, x ≥ 0, y ≥ 0.

0, otherwise.
(2)

(a) Find the value of c.

(b) Find fY (y).

(c) Find fX|Y (x|y).
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Homework 8 solution

Problem 1

1. We know that the joint PDF should satisfy∫ ∞
−∞

∫ x

−∞
fXY (x, y)dxdy = 1

⇒
∫ 5

0

∫ 5−y

0

cdxdy = 1

⇒c
∫ 5

0

(5− y)dy = 1

⇒c
[
5y − y2/2

]5
0

= 1

⇒c
[
25− 25/2

]
= 1

⇒25c/2 = 1

⇒c = 2/25.

2. By definition of the marginal fX(x) : fX(x) =
∫∞
−∞ fxy(x, y)dy. Substituting fxy(x, y) into the integral,

we obtain

fX(x) =

∫ ∞
−∞

2/25dy (3)

=2/25

∫ 5−x

0

dy = 2/25(5− x), 0 ≤ x ≤ 1.

By definition of the marginal fY (y) : fY (y) =
∫∞
−∞ fXY (x, y)dx. Substituting fXY (x, y) into the

integral, we obtain

fY (y) =

∫ ∞
−∞

2/25dx = 2/25

∫ 5−y

0

dx = 2/25(5− y), 0 ≤ y ≤ 1. (4)

Then, we have

fX(x)fY (y) = 2/25(5− x)2/25(5− y) = 4/625(5− x)(5− y) 6= fXY (x, y).

Therefore, X,Y are not independent.

Problem 2

P (X(s) = m|X(t) = n) = P (X(t/5) = m|X(t) = n)

=
P (X(t/5) = m,X(t) = n)

P (X(t) = n)

=
P (X(t) = n|X(t/5) = m)P (X(t/5) = m))

P (X(t) = n)

=
P (X(t)−X(t/5) = n−m)P (X(t/5) = m))

P (X(t) = n)

=
P (X(t− t/5) = n−m)P (X(t/5) = m))

P (X(t) = n)
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As X(t) has Poisson distribution,

P (X(s) = m|X(t) = n)

=
P (X(t− t/5) = n−m)P (X(t/5) = m))

P (X(t) = n)

=

{λ(t−t/5)}n−mexp(−λ(t−t/5))
n−m!

{λ(t/5)}mexp(−λ(t/5))
m!

{λ(t)}nexp(−λ(t))
n!

=
n!

(n−m)!m!

{λ(t− t/5)}n−m{λ(t/5)}m

{λ(t)}n
exp(−λ(t− t/5))exp(−λ(t/5))

exp(−λ(t))

= (nm)
tn−m(1− 1/5)n−m(tm5−m

tn

= (nm)(1− 1/5)n−m(1/5)m

= (nm)(1− p)n−mpm, p = 1/5

So the conditional distribution of X(s) given that X(t) = n is binomial with parameters n and p = 1/5.

Problem 3

a) ∫ ∞
−∞

∫ ∞
−∞

fXY (x, y)dxdy = 1

⇒
∫ ∞
0

∫ x

0

ce−xe−ydydx = 1,

⇒c
∫ ∞
0

e−x{
∫ ∞
0

e−ydy}dx = 1,

⇒c
∫ ∞
0

e−x[1− e−∞]dx = 1,

⇒c
∫ ∞
0

e−xdx = 1,

⇒c[−e−x]∞0 = 1,

⇒c = 1.

b) We know

fY (y) =

∫ ∞
−∞

fXY (x, y)dx

= e−y
∫ ∞
0

e−xdx

=

{
e−y, y ≥ 0,

0, o.w.

c) By definition, the conditional PDF is as follows.

fX|Y (x|y) =
fXY (x, y)

fY (y)
(5)

Substituting fXY (x, y) and fY (y) in (5), we get

fX|Y (x|y) =
fXY (x, y)

fY (y)
=
e−xe−y

e−y
=

{
e−x, x ≥ 0,

0, o.w.
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